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Abstract—Despite the use of helmets in American football,
brain injuries are still prevalent. To reduce the burden of
these injuries, novel impact mitigation systems are needed.
The Vicis Zero1 (VZ1) American football helmet is unique in
its use of multi-directional buckling structures sandwiched
between a deformable outer shell and a stiff inner shell. The
objective of this study was to develop a model of the VZ1 and
to assess this unique characteristic for its role in mitigating
head kinematics. The VZ1 model was developed using a
bottom-up framework that emphasized material testing,
constitutive model calibration, and component-level valida-
tion. Over 50 experimental tests were simulated to validate
the VZ1 model. CORrelation and Analysis (CORA) was
used to quantify the similarity between experimental and
model head kinematics, neck forces, and impactor acceler-
ations and forces. The VZ1 model demonstrated good
correlation with an overall mean CORA score of 0.86. A
parametric analysis on helmet compliance revealed that the
outer shell and column stiffness influenced translational head
kinematics more than rotational. For the material parame-
ters investigated, head linear acceleration ranged from 80 to
220 g, whereas angular velocity ranged from 37 to 40 rad/s.
This helmet model is open-source and serves as an in silico
design platform for helmet innovation.

Keywords—American football, Safety, Research and devel-

opment, Parametric investigation, Concussion.

INTRODUCTION

It is estimated that 1.6–3.8 million sports-related
traumatic brain injuries (TBIs) occur annually in the
United States.18 In American football (henceforth,
football), players wear helmets that are designed to
reduce the energy transferred to the head during an
impact. The majority of modern helmets consist of a
stiff outer shell, padding components, a facemask, and
a chinstrap. In most helmets, the primary energy dis-
sipation mode is through the compression and shearing
of these padding elements.17,19 While modern football
helmets are effective in reducing the incidence of severe
head injuries (e.g. skull fracture), concussion remains a
significant burden on the athletic population.9,19

Using a different approach to helmet design, the
Vicis Zero1 (VZ1, Vicis, Inc., Seattle, WA) helmet
features a compliant outer shell and an internal
columnar structure that locally deforms and buckles
upon impact.24 The VZ1 also includes a padding
bonnet consisting of viscoelastic materials intended to
provide additional energy dissipation. In the 2017
helmet assessment program used by the National
Football League (NFL),5 to assess a helmet’s ability to
mitigate translational and rotational head kinematics,
the VZ1 helmet was ranked as the top performer.20

Computational modeling techniques have been
crucial for the development of impact mitigation
structures in the automotive and other industries, but
finite element (FE) models have not historically played
an important role in the development of football hel-
mets. However, in 2018 the NFL funded the ‘‘Engi-
neering Roadmap’’, which included the development
of open-source FE models of four modern football
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helmets, including the VZ1, and the associated impact
assessment conditions to provide tools for the efficient
analysis of helmet design, and facilitate the investiga-
tion of helmet mechanics as they relate to fundamental
injury biomechanics.21 Through this program, models
were developed using a comprehensive bottom-up
approach that focuses on material testing, constitutive
model calibration, and component-level valida-
tion.2–4,11

As part of the same program, this study developed
and validated an open-source FE model of the VZ1
helmet to simulate the impact conditions commonly
used in helmet test and evaluation programs. The
helmet model was validated in four separate impact
configurations that utilized both the Hybrid-III head–
neck (HIII H–N),22 and the National Operating
Committee on Standards for Athletic Equipment
headform (NOCSAE,15). However, the objective of
this study was to perform an exploratory parametric
analysis on the properties of the VZ1 helmet that make
it unique, principally the compliance of the outer shell
and the stiffness of the buckling columns, and inves-
tigate how these components affect the resulting head
kinematics during helmet impact. This work should
provide insight into the methods and strategies that
will help improve future helmet design.

METHODS

The helmet model development process included
medical imaging and segmentation to obtain compo-
nent geometries, numerical implementation, material
characterization and calibration, positioning and fit-
ting the helmet to HIII H–N and NOCSAE head-
forms, comprehensive validation at the component
level and in full-scale impact simulations, and a pre-
liminary investigation on the role of effective helmet
stiffness on mitigating head kinematics. These phases
are described in the following sections and summarized
in Fig. 1.

Helmet Model Geometry

The VZ1 helmet (Safety Equipment Institute Model
Number 01; Fig. 2) consists of 450 polymeric columns
sandwiched between two thin polymeric sheets (1.4–
2.0 mm). The columns are adhered to the deformable
external helmet shell (variable thickness), and to a stiff
internal shell (2 mm thick). Attached to the internal
shell is a padding bonnet that is made up of 19 indi-
vidual pads which contact the head. Each padding
component is composed of two layers of different
viscoelastic foam materials and is contained within a

thin fabric layer. Five additional padding components
provide further support to the forehead and jaw.

Model geometry was obtained using a series of
computed tomography (CT) scans of the VZ1 helmet
(Size A). Scans were obtained with the helmet fully
assembled, fully disassembled, and fully assembled and
fit with a 3D-printed NOCSAE headform. To maxi-
mize image quality, the facemask and all other metal
components were removed. Each individual helmet
component was segmented from the helmet scans using
a combination of predefined segmentation thresholds
and manual correction. All segmentation was per-
formed using Mimics software (v21, Materialise, Leu-
ven, Belgium). The facemask and chinstrap were
scanned separately using a commercially available
handheld 3D scanner (Artec Eva, Artec3D, Luxem-
bourg) and processed similarly to the CT images.

Model Implementation

An FE model of the helmet was developed for LS-
DYNA (Livermore Software Technologies Corpora-
tion, LSTC). Thin structures (e.g. external and internal
shells) were meshed using 2D quadrilateral elements.
Except for the outer helmet shell, the thicknesses of all
thin structures were measured and assigned uniformly
to the shell elements of the respective parts. Variable
thickness of the external shell was measured from the
CT scans and assigned at nodal resolution. All padding
components were meshed using 3D hexahedral ele-
ments. The facemask and buckling columns were me-
shed using 1D beam elements located at the midline of
the cylindrical geometry. To capture the correct
buckling mode (approximately a fixed–fixed boundary
condition), each buckling column required 16 elements
along its buckling length as determined by a prelimi-
nary convergence study (see Supplementary Material).
To enforce the fixed–fixed boundary condition, a beam
element support structure was implemented on either
end of each buckling column. This support structure
was composed of an intermediate beam element, which
connected the buckling column to the column shell
part, and four support columns which constrained the
end buckling column element and intermediate beam
element to the surrounding column shell nodes.
Therefore, each individual buckling column required
26 beam elements—16 elements within the buckling
length of the column (shown in Black in Fig. 3), 2
intermediate elements (shown in yellow in Fig. 3), and
8 support elements (shown in green in Fig. 3). Through
this implementation, the buckling length of each ele-
ment was composed of 16 elements and the fixed–fixed
boundary condition was maintained. This approach
was required as nodes belonging to shell elements do
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not resist nodal rotations13 and was verified using
single column buckling simulations.

The masses of each helmet component were mea-
sured separately and used to define the densities of
each model part. In total, the helmet model weighed
2.23 kg and was composed of 125,000 nodes, 128,000
elements, and 58 parts. Details regarding the mesh
characteristics, mesh quality, and mass and inertia
properties are included in the Supplementary Materi-
als.

In the physical helmet, many of the structural
components were rigidly connected through an adhe-
sive epoxy. In the model, the corresponding parts were
constrained through a tied contact (*CONTACT_
TIED_SURFACE_TO_SURFACE_OFFSET, in in
LS-DYNA).14 Single surface contacts (*CONTACT_
AUTOMATIC_SINGLE_SURFACE and *CONTA
CT_AUTOMATIC_GENERAL, in LS-DYNA) were
included to define self-contacts between the numerous

helmet parts, including the buckling columns. In the
physical helmet, snap fasteners were used to connect
several of the padding and chinstrap components to the
outer shell. In the model, these were represented using
constrained nodal rigid bodies (*CONSTRAINE
D_NODAL_RIGID_BODIES, in LS-DYNA). Finally,
four revolute joints were defined to constrain the face-
mask beams to the facemask clips (*CONSTRAIN
ED_JOINT_REVOLUTE, in LS-DYNA).

Material Characterization and Calibration

A total of 23 experimental tests were conducted to
characterize the 15 different materials found in the VZ1
helmet. Small material specimens were extracted from
the helmet and loaded in compression and/or tension
over a range of quasi-static (1023 1/s) to intermediate
rates (100 1/s). These material tests are summarized in
the Supplementary Materials. Materials specimens

FIGURE 1. Summary of the Vicis Zero1 helmet model development process.
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were extracted from the padding foams, padding liners,
inner and outer shells, buckling columns, brackets, and
chinstrap. Low rate (1023–1021 1/s) and low force
(< 200 N) material tests were conducted using a Bose
Electroforce Test Bench (TA Instruments, New Castle,
DE) configured for either compression or tension

loading modes. High force (> 200 N) and low rate
(1023–1021 1/s) material tests were conducted using a
Instron Model 8874 test device (Instron, Canton, MA)
configured for either compression or tension loading
modes. At least three different samples were tested for
each strain rate.

The outer and inner shells, brackets, jaw pad bases,
facemask, and chinstrap were modeled using a linear
elastic constitutive model with a Young’s modulus
determined from the respective material test data. A
Kelvin representation of a linear viscoelastic material
was used to represent the buckling column material
response (*MAT_VISCOELASTIC, in LS-DYNA).
For this constitutive model, the shear relaxation
function was dependent on the long (G1) and short-
term (G0) shear moduli, and a single time constant (b).
A single beam element model with the exact dimen-
sions of one of the tested specimens was simulated to
calibrate G1; G0; and b; using the boundary conditions
from the quasi-static (1023 1/s) and intermediate rate
(100 1/s) material tests. In this study, all material
models were calibrated using a conjugate-gradient
algorithm, which was implemented through a custom
Matlab script (R2017a, The Mathworks, Inc., Natick,
MA, USA). A non-linear viscous foam constitutive
model (*MAT_LOW_DENSITY_VISCOUS_FOAM,

FIGURE 2. Overview of the VZ1 helmet: (a) surface view; (b) internal view highlighting the buckling column layer; (c) deep internal
view highlighting padding components (the fabric layer that encapsulates the foam is not shown); and (d) variable shell thickness
of the outer helmet shell.

FIGURE 3. Schematic of the buckling column
implementation. Support columns were generated on the
inner and outer ends of the columns to enforce the fixed–fixed
boundary condition. The use of 16 beam elements between
the support columns was required to capture the correct
buckling mode.
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in LS-DYNA) was used to model the padding foams.
This material card used linear viscoelasticity to calcu-
late the rate-dependent response based on a predefined
quasi-static stress–strain curve. For each of these
materials, the quasi-static stress–strain curve was
obtained directly from quasi-static material tests (1021

1/s). The intermediate rate material test (100 1/s) data
was used to tune the longer-term viscoelastic time
constants (b = 0.1, 0.01, 0.001 1/ms) using a single
element simulation with the same dimensions as one of
the tested specimens. Finally, a fabric-specific consti-
tutive model (*MAT_FABRIC, in LS-DYNA) was
used to model the padding webbing that covered the
base of the padding foam, as well as the fabric that
coated the outer surface that interacts with the head-
form. In these materials, experimentally measured
stress–strain curves defined the loading and unloading
response of the fabric in the normal and shear direc-
tions. Further information regarding these material
models can be found in the LS-DYNA user manuals.14

Component-Level Validation

Twelve component-level simulations were per-
formed to validate the material models. The assessed
components included the inner and outer shells, face-
mask, padding components, and buckling columns.
The padding component tests were performed using a
custom-built drop tower with an impact velocity of
5 m/s. These dynamic impact tests yielded strain rates
on the order of 102 1/s. A summary of the component-
level validation process is provided in the Supplemen-
tary Materials. For the padding materials, the dynamic
component-level simulations were used to calibrate the
short-term viscoelastic time constants (b = 10, 1 1/
ms). For this process, the component-level data for one
of the padding components in the padding bonnet (19
components overall) was used to calibrate these short-
term parameters and the data for 3 other padding
components were used to verify the response. Fur-
thermore, the response of the buckling column was
verified by simulating the buckling of a single column
with 16 elements along its length. Any material that
was modified during the component-level validation
stage was reassessed in the previous simulations used
to obtain the material response, if applicable.

Helmet Fitting

A standardized fitting procedure (Fig. 4) was used
to fit the helmet model onto FE models of the HIII
H–N (v1.3 available at http://biocorellc.com/finite-ele
ment-models/) and NOCSAE (v1.0 available at http://
biocorellc.com/finite-element-models/) headforms.3,4,11

First, the helmet model was positioned relative to the

headform. Helmet positioning was dictated by index
points physically measured on the helmet and head-
form with the helmet positioned according to experi-
mental protocols. For the NOCSAE headform, these
points were measured from the CT scans of the VZ1
donned on a 3D printed NOCSAE headform. For the
HIII headform, these index points were measured
using a Romer arm. Using these target points, spatial
rigid body transformations were generated to trans-
form the nodal coordinates in the helmet model to the
headform coordinate system. Once positioned, the
headform model was scaled down by 30–50% such
that the headform fit within the helmet space without
penetrating the internal helmet components (Fig. 4).
Next, a simulation was run to simulate the expansion
of the shrunk headform to its original size. By enabling
contact between the headform and the internal helmet
components, the appropriate amount of pre-compres-
sion in the padding components was attained. Non-
padding helmet parts (e.g. outer and internal shells,
buckling layer) were fully constrained during the
expansion simulation. The nodal coordinates of the
compressed padding components were exported and
used to create HIII- and NOCSAE-specific helmet
models. Element quality and initial penetration checks
were then performed, heavily distorted elements were
re-meshed, and any initial penetrations were removed.
Finally, the chinstrap was positioned.

Validation and Verification

A total of 62 simulations were simulated with the
full helmet, using either a HIII H–N or NOCSAE
headform model (Table 1). The HIII H–N was used to
evaluate the helmet in pendulum (PI) and linear (LI)
impact conditions. The primary difference between
these two cases was that the LI case utilized a de-
formable impactor. The impactor deformation came
from the compression of a vinyl nitrile (VN) foam
puck sandwiched between the impact surface and ram.
The pendulum used in the PI case was rigid. All sim-
ulations were run for 50 ms. In these impact simula-
tions, helmet model performance was assessed by
comparing the simulated head kinematics (linear
acceleration, angular velocity) to the experimentally
measured time histories. These metrics were chosen as
they are currently used in the NFL’s helmet ranking
system, which assesses helmet performance using the
‘‘Combined Metric’’, a function of linear and angular
head kinematics.5 Upper neck load cell (UNLC) force,
and impactor acceleration were also compared to the
equivalent experimental measures. In the LI condition,
impactor force was also included in the comparison.
Drop impacts were performed with both the HIII (DI-
H) and NOCSAE (DI-N) headforms and the simulated
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head kinematics (linear acceleration) and load cell
force were compared to experimental data. Further
information regarding the dummy and impact condi-
tion simulations are available in Giudice et al.11 The
final simulation matrix included 24 LI, 12 PI, 14 DI-N,
and 12 DI-H simulations. The PI and LI front impacts
were run for stability purposes only and were not in-
cluded in the model validation assessment. This was
due to atypical helmet interactions that occurred
between the helmet and impactor in the experimental
tests.

Objective Rating

CORrelation and Analysis (CORA) scores8 were
used to quantify the similarity between the model and
experimental responses for head kinematics and neck
kinetic outputs. In short, CORA uses a cross-correla-
tion algorithm to assess similarities in phase, magni-
tude, and slope between two signals. Scores range from
0 to 1, where 0 indicates no similarity and a score of 1
indicates a perfect match between the two signals. For
linear response histories (head acceleration, neck force,
impactor acceleration, and impactor force), CORA
was computed using the resultant response. For

FIGURE 4. Overview of the helmet fitting process demonstrated with the HIII headform. Step 1: the HIII was positioned relative to
the helmet using index points directly measured from the physical HIII and helmet. Step 2: the HIII was scaled down such that all
penetrations between the scaled HIII and padding components were removed. Step 3: Growth of the HIII from the scaled size to the
original size was simulated. Contact between the HIII and padding components allowed for the padding components to compress.
Shown is the time progression from the scaled HIII at t =0 (red) to an intermediate state at t =0.5tfinal (blue) to the final state at
t = tfinal (green). The final deformed padding components and Von-Mises stress (rVM) distribution in the padding bonnet is shown
in the bottom left panel. The same process was used to fit the helmet model on the NOCSAE headform.

TABLE 1. Model validation simulation matrix.

Impact condition Dummy model Impact location Impact velocity (m/s) Number of simulations

PI HIII H–N Back, frontala, FrontBoss, side 3.0; 4.6; 6.1 12

LI HIII H–N A, AP, B, C, D, Fa, R, UT 5.5; 7.4; 9.3 24

DI-N NOCSAE Back, front, maska, side, top 2.9; 4.9; 6.0b 14

DI-H HIII H–N Back, front, side, top 2.9; 4.9; 6.0 12

aRun for stability purposes only.
bExperimental tests for the DI-N mask impact were not conducted and excluded.
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angular metrics, a composite CORA (cCORA) score
was computed using the method outlined in Giudice
et al.11 All CORA scores were computed over the first
30 ms of the simulation response, which captured peak
head kinematics and neck kinetics in all cases. In all
impact cases, the percent difference between experi-
mental and simulation maximum resultant head linear
acceleration and angular velocity were also computed.

Parametric Study on Helmet Stiffness

A parametric sensitivity study was performed to
investigate the effect of helmet outer shell and buckling
column stiffness on head kinematics. The outer helmet
shell stiffness (Young’s modulus, E) was varied
between 0.2 and 1.0 GPa and the buckling column
instantaneous shear modulus (G0) was varied between
0.01 and 0.1 GPa. E and G0 in the developed model are
0.55 and 0.038 GPa, respectively. A full factorial de-
sign, with 5 equally distributed levels of each stiffness
parameter between the defined ranges was used to
develop the simulation matrix (25 total simulations).
The full sampling space is shown in the Supplementary
Materials. The pendulum impact to the back of the
helmet at 6.1 m/s was simulated for each sample point
in the parametric space. This impact condition was
chosen as it eliminated the influence of a deformable
impactor and effectively isolated the effect of the outer
shell and buckling layer. To assess the sensitivity of the
head kinematics on helmet stiffness, surface plots for
peak linear acceleration and peak angular velocity
were constructed.

RESULTS

Material Characterization and Calibration

The calibrated quasi-static (1021 1/s) and interme-
diate rate (100) foam responses for the green, black,
and yellow polyurethane foams are shown in Fig. 5. In
addition, component-level simulation results, com-
pared to experimental data, for the outer shell and
buckling columns are shown in Fig. 6. In the final
material model, the outer shell had a Young’s modulus
of 0.55 GPa and a Poisson’s ratio of 0.4. Relative to
other helmet models, the stiffness of the VZ1 outer
shell was an order of magnitude softer. For instance,
the outer shells of the 2016 Xenith X2E and 2016
Schutt Air XP Pro football helmets had Young’s
moduli of 2.45 and 1.84 GPa, respectively.2,3 The
buckling column short- (G0) and long-term (G1) shear
moduli were 0.038 and 0.0105 GPa, respectively, with a
time constant (b) of 0.001 1/ms. To prevent instabilities
due to point loads at the interface between the buck-
ling columns and the column shells, the shell elements
immediately connected to the buckling beams (as
shown in Fig. 3) were reinforced (G0 = 0.28;
G1 = 0.105 GPa). This was not found to influence the
overall model response. Comprehensive material cali-
bration and component-level validation results are in-
cluded in the Supplementary Material.

Validation and Verification

A total of 62 impact simulations were run to verify
the response and stability of the VZ1 model. All sim-
ulations were stable and completed normally, with the
exception of the 9.3 m/s LI impact to the ‘‘F’’ location,

FIGURE 5. Component test results for three of the padding bonnet components. The left padding component test (left panel) was
used to calibrate the short-term viscoelastic parameters of the padding foam material. The right padding (center panel) and top
padding (right panel) simulations were used to verify the calibrated material properties.
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which error-terminated (41 ms) due to a non-physical
interaction between the facemask and the VN foam
located between the impact surface and the impactor
ram. Of these simulations, 54 were used to validate the
VZ1 model response. Overall, the model responses
demonstrated similarity to the corresponding experi-
mental data with overall CORA scores ranging from
0.81 to 0.90 for all validation cases, with the highest
scores observed in the DI-H simulations.

The resultant head linear acceleration and load cell
force for the NOCSAE 4.9 m/s impact to the top of the
helmet is shown in Fig. 7. The overall CORA score for
this specific case was 0.84 (Table 2). The effect of
column buckling can be observed in the experimental
force–time history for this impact case. Prior to
buckling, the load cell force increases at a constant rate

as the effective stiffness of the helmet is engaged. At
the time that buckling commences (3 ms), the force
decreases slightly before increasing again as the buck-
ling layer compacts (3–10 ms). Finally, the load returns
to zero as the buckling layer unloads and the helmet
rebounds (10–30 ms). CORA scores for all NOCSAE
and HIII drop cases are included in the Supplementary
Material and the mean CORA scores for all drop im-
pacts ranged from 0.76 (HIII 2.9 m/s ‘‘top’’ impact) to
0.95 (HIII 2.9 m/s ‘‘side’’ impact), with a mean of
0.89 ± 0.04. The mean percent difference between
experimental and simulated peak resultant linear
acceleration for the HIII and NOCSAE drop impacts
was 11.9 ± 9.2%.

Results from the 7.4 m/s oblique linear impact (lo-
cation ‘‘D’’) are shown in Fig. 8. For this specific case,

FIGURE 6. Component response for the columns, inner shell, and outer shell. (a) Column material response at strain rates of
0.001 and 1 1/s. The linear viscoelastic material was tuned to match the material response between 0 and 30% strain, which
encapsulated the buckling regime. (b) Column buckling response verification response. Experiments were conducted with two
different length column specimens (24 and 32 mm). (c) Inner shell component verification results. (d) Outer shell component
verification results.
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the overall CORA score was 0.94 (Table 3). Overall,
CORA scores for the LI cases ranged from 0.66
(9.3 m/s ‘‘AP’’ location) to 0.94 (7.4 m/s ‘‘D’’ loca-
tion), with a mean of 0.86 ± 0.07. For all impact
velocities, CORA scores were best for the ‘‘D’’ and

‘‘UT’’ impact locations and poorest for the ‘‘AP’’ im-
pact location. CORA scores for all impact locations
and velocities are included in the Supplementary
Material. The mean percent difference between exper-
imental and simulated peak resultant linear accelera-

FIGURE 7. VZ1 validation response in the NOCSAE drop test (‘‘top’’ impact location, 4.9 m/s). (Top) mid-sagittal cross-section
demonstrating the time progression of the buckling response. (Bottom) resultant head acceleration (left) and resultant load cell
force (right). Model response is shown in red.

TABLE 2. CORA scores for the 4.9 m/s HIII and NOCSAE drop impact cases.

Headform Metric Rear Front Side Top

HIII Hammer acceleration 0.84 0.90 0.92 0.87

Res. head linear acceleration 0.80 0.93 0.90 0.88

Res. load cell force 0.95 0.98 0.97 0.94

Mean: overall 0.86 0.94 0.93 0.90

NOCSAE Hammer acceleration 0.88 0.86 0.88 0.82

Res. head linear acceleration 0.79 0.91 0.86 0.82

Res. load cell force 0.92 0.95 0.89 0.87

Mean: overall 0.86 0.91 0.88 0.84
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tion and angular velocity for these cases were
11.1 ± 9.1% and 12.7 ± 8.5%, respectively. For the
LI condition, the ‘‘F’’ impact location was not in-
cluded in the model validation process.

Results from the 4.6 m/s side pendulum impact are
shown in Fig. 9. For the PI cases, experimental video
documentation was not available. For this impact, the
overall CORA score was 0.83 (Table 4). While the
simulated x and y angular velocity time-histories
matched the experimental data, the z angular velocity
response was over-predicted in the simulation (Fig. 9).
This may have been due to a slight mismatch between
the pendulum positioning in the simulation compared
to what was reported in the experimental protocol.10,11

In general, CORA scores for the PI cases ranged from
0.68 (3.0 m/s ‘‘FrontBoss’’ impact) to 0.91 (3.0 m/s
‘‘Side’’ impact), with a mean of 0.81 ± 0.07. Scores
were poorest in the ‘‘FrontBoss’’ impact location and
greatest in the ‘‘Side’’ impact location. CORA scores
for all PI impacts are included in the Supplementary
Material. The mean percent difference between exper-
imental and simulated peak resultant linear accelera-
tion and angular velocity for these cases were
27.6 ± 14.1% and 45.3 ± 64.2%, respectively. How-
ever, these were significantly influenced by the
‘‘FrontBoss’’ cases, which also had the poorest CORA
scores (Table 4). Neglecting these impact cases, these
means were 21.5 ± 8.9% and 9.0 ± 4.6%, respec-
tively.

Parametric Study on Helmet Stiffness

To investigate the effect of outer shell and column
stiffness on the head kinematics, 25 simulations were
run in the 6.1 m/s ‘‘back’’ pendulum impact with
varying outer shell (E = 0.2–1.0 GPa) and column
stiffnesses (G0 = 0.01–0.1 GPa). In this range of
material parameters, the maximum resultant head
linear acceleration was found to be highly sensitive,
with values ranging from 80 to 220 G’s. It is evident
that there is a tradeoff between shell and column
stiffness with optimal values (with respect to mini-
mizing head acceleration) of E = 0.5–0.7 GPa and

G0 = 0.06–0.07 GPa (Fig. 10a). Furthermore,
increasing the instantaneous shear modulus of the
columns from 0.01 to 0.055 GPa, while maintaining the
outer shell stiffness constant, was found to decrease the
maximum head acceleration and prevent the com-
paction of the buckling layer (Fig. 10c). However, a
further increase in column stiffness from 0.055 to 0.1
GPa resulted in a slight increase in peak head accel-
eration. Increasing outer shell stiffness, while main-
taining the column instantaneous shear stiffness
constant, resulted in a relatively linear reduction in
peak head acceleration. However, for the range in
material parameters investigated, increasing the outer
shell stiffness to 1 GPa was not enough to prevent
buckling layer compaction in this impact case
(Fig. 10). Maximum resultant head angular velocity
was less sensitive to helmet stiffness, with values
ranging from 37 to 40 rad/s (Fig. 10b).

DISCUSSION

In this study, a FE model of the VZ1 helmet was
developed using a comprehensive bottom-up approach
and extensively validated using four different impact
test methodologies that are commonly used to assess
football helmet performance (Fig. 1). These impact
tests included a wide range of impact velocities (2.9–
9.3 m/s), impact locations (front, side, rear, top, ob-
lique, and facemask), impactor types (rigid and de-
formable), and headforms (HIII and NOCSAE).
Overall, the model demonstrated a good correlation to
the laboratory test data with an overall CORA score of
0.86 ± 0.07 (range 0.66–0.95) for all 54 cases.

The helmet model was developed using a bottom-up
framework where material parameters were iteratively
tuned to match material test data. Component-
level validation was essential to verify the response of
the constitutive models and ensure that the geometries
of the VZ1 parts were accurately represented in the
model. In general, the component-level validation
responses demonstrated excellent fidelity compared to
the experimental data over the relevant loading ranges

TABLE 3. CORA scores for the 7.4 m/s linear impact cases.

Metric

Rear Frontal
Lateral Oblique

R AP C UT A B D

Ram acceleration 0.93 0.73 0.89 0.92 0.88 0.98 0.96

Ram force 0.91 0.69 0.88 0.93 0.86 0.93 0.92

Res. head linear acceleration 0.82 0.66 0.92 0.95 0.87 0.92 0.95

Head angular velocity 0.83 0.69 0.74 0.81 0.65 0.82 0.90

Res. UNLC force 0.93 0.64 0.94 0.95 0.82 0.85 0.98

Mean: overall 0.89 0.68 0.87 0.91 0.81 0.90 0.94
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and rates. These accurate responses translated to the
full-scale helmet validation impact simulations.

Given the unique deformable nature of the VZ1
helmet, it was important to obtain an accurate repre-
sentation of the deformable outer shell and buckling
columns. In the component-level validation simula-
tion, the inner and outer shell response accurately

matched the experimental data (Fig. 6). Modeling and
implementing the columns posed a greater challenge
due to material nonlinearities and the fixed–fixed
boundary conditions at either end of the column. For
the columns, a linear viscoelastic material model with a
single time constant was utilized, as it was the only
viscoelastic material option for 1D elements in LS-
DYNA. While this material enabled rate dependence,
the nonlinearity of the material at high deformation
was not captured (Fig. 6a). However, the material
response over the first 20–30% strain matched the
experimental data. This was acceptable as buckling
occurred at approximately 10–15% strain (Fig. 6b).
Furthermore, because more time constants were not
available, it is likely that the unloading behavior of the
buckling columns was less accurate, which was evident
in the load cell force response in the 4.9 m/s DI-N
impact to the top of the helmet (Fig. 7). Modeling the
buckling columns with 3D elements was not feasible as

TABLE 4. CORA scores for the 4.6 m/s pendulum impact
cases.

Metric Rear FrontBoss Side

Pendulum acceleration 0.88 0.92 0.80

Res. head linear acceleration 0.86 0.62 0.83

Head angular velocity 0.74 0.62 0.81

Res. UNLC force 0.87 0.80 0.88

Mean: overall 0.84 0.74 0.83

FIGURE 10. Results from the parametric study on helmet stiffness. (a) Response surface for maximum resultant acceleration. (b)
Response surface for maximum resultant angular velocity. The material parameters in the developed helmet model are indicated by
red dots. (c) Head resultant acceleration time-histories as the column instantaneous shear modulus is increased. (d) Head resultant
acceleration time-histories as the helmet shell stiffness is increased. For (c) and (d) the experimental data is shown in black..
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a preliminary convergence study showed that to obtain
an accurate buckling response each column would re-
quire over 12,000 elements (see Supplementary Mate-
rial).

There were additional modeling simplifications that
were required to develop an efficient model. The linear
impactor model did not have a detachable VN foam
pad, and as a result, the simulated ‘‘F’’ impact cases
had the nylon impactor face pull on the facemask
during unloading. This did not occur in the tests be-
cause the VN foam was able to detach from the im-
pactor. Because of these substantial differences, the
‘‘F’’ impact location was not considered in the model
validation process. The only other LI case where this
occurred was the 9.3 m/s ‘‘AP’’ impact, however, the
separation of the VN foam did not directly influence
the head or helmet kinematics and was included in the
CORA analysis. The second model simplification was
not accounting for any neck bending prior to impact.
In cases where the HIII H–N was positioned at a
substantial angle, it was possible that the neck bent
slightly under the weight of the headform and helmet,
which was approximately 6.7 kg for the VZ1 and HIII.
This would have resulted in an effective HIII H–N
angle that was slightly larger than specified in the
experimental protocol. In the PI ‘‘front’’ barehead
impacts, it was suspected that the weight of the HIII
head alone resulted in an additional 2� of neck bend-
ing.11 In most cases, this slight discrepancy was not
found to influence the model results. However, in the
PI ‘‘front’’ helmeted impacts, this slight discrepancy
influenced where the impactor contacted the facemask.
Whether or not the impactor contacted the facemask
had a large effect on the head kinematics and because
the exact impact location could not be verified, the
‘‘front’’ pendulum impact cases were excluded from
the validation assessment. However, all ‘‘front’’ pen-
dulum impact simulations were stable.

Given the unique deformable characteristics of the
VZ1 helmet, a parametric investigation was performed
to investigate the effect of the helmet structural stiff-
ness on head kinematics. This was performed solely to
explore the helmet response sensitivity and robustness,
and not as an optimization of the helmet design, as
many other design variables, impact conditions, and
loading environments would need to be considered.
The results of this parametric study elucidated two
primary observations. First, angular velocity was not
sensitive to helmet stiffness. In all simulations, the
maximum resultant head angular velocity only varied
by 3 rad/s (37–40 rad/s, Fig. 10a). Conversely, maxi-
mum resultant head linear acceleration varied by 140
G’s (80–220 G’s, Fig. 10b). For all material parameter
combinations, substantial buckling was observed even
with the stiffest combination of material properties. It

is possible that the head angular velocity response is
sensitive to helmet effective stiffness as helmet buckling
is reduced or eliminated, and more simulations are
required to determine whether this is a general finding
or a characterization of this loading condition. This is
an important avenue for future investigation as con-
cussions are known to be predominantly caused by
rotational head kinematics and not linear head kine-
matics.1,6,7,12,16,23

Secondly, it was found that there was a nonlinear
relationship between helmet stiffness and head linear
acceleration. For a constant outer shell stiffness, the
head acceleration decreased as the buckling layer
stiffness increased from 0.01 to 0.055 GPa (Fig. 10c).
Increasing the column stiffness increased the buckling
force and reduced compaction of the buckling layer.
However, increasing buckling column stiffness from
0.055 to 0.1 GPa resulted in a slight increase in peak
head resultant acceleration. Although buckling com-
paction was insignificant in these cases, the reduction
of helmet deformation and associated decrease in the
contact time resulted in increased head kinematics
(Fig. 10c). For a constant column stiffness, increasing
outer shell stiffness resulted in decreased head accel-
eration. This relationship was relatively linear as
modifying the outer shell stiffness did not influence the
buckling characteristics of the columns (Fig. 10d). In
summary, as the helmet stiffness increases, local
deformations are decreased, and the loads are more
evenly distributed over the helmet’s structure. How-
ever, helmet deformation appears to be beneficial and
if the helmet is too stiff, helmet deformation is elimi-
nated. Future investigations should be conducted to
identify helmet characteristics that influence angular
head kinematics as angular head motion is strongly
related to mTBI risk.

There were several limitations in this study. Firstly,
material test data were obtained over a range of strain
rates, but higher strain rates may be experienced in
severe real-world impacts. For instance, in the dynamic
drop tests performed to characterize the high rate
response of the padding components resulted in strain
rates of approximately 100 1/s. However, in the 9.3 m/
s ‘‘R’’ LI simulation, strain rates exceeded 200 1/s.
Therefore, it is possible that the material response at
very high rates is not sufficiently captured. Nonethe-
less, these effects are likely minimal since these excep-
tionally high strain rates only occur in less than 1% of
the duration of loading. In a preliminary sensitivity
study on the effect of padding stiffness, increasing
padding stiffness by a factor of 5 did not substantially
influence model results in the 6.0 m/s DI-H back and
4.9 m/s DI-N top impacts. Secondly, foam prestresses,
as a result of foam compression during fitting, were not
included in the impact simulations. Simulations were
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run with prestresses defined (through *IN-
ITIAL_FOAM_REFERENCE_GEOMETRY, in LS-
DYNA) and did not affect model outputs substan-
tially. Furthermore, the inclusion of prestress increased
the likelihood of instabilities in the padding compo-
nents. Prestress files are included in the available model
package. Additionally, it is important to emphasize
that the sensitivity study results were obtained from a
single impact condition and further research is
required to quantify the effect of helmet stiffness on
head kinematics and the associated injury risk. The
effect of additional parameters such as impactor-to-
helmet friction, chinstrap fit and connectivity, helmet
mass and inertia, and impact velocity and location
should also be investigated. Finally, the helmet model
developed in this study was validated for head linear
acceleration and angular velocity and should be con-
sidered when interpreting helmet model responses and
brain injury metrics, such as UBrIC6 and DAMAGE.7

The VZ1 model is one of four FE models of modern
football helmets. Collectively, these models provide an
in silico design platform for advanced helmet devel-
opment and will be fundamental for understanding
how novel helmet designs influence brain injury risk.
These models are freely available for public use and
can be downloaded at http://biocore.com/resources.

ELECTRONIC SUPPLEMENTARY MATERIAL

The online version of this article (https://doi.org/10.
1007/s10439-020-02472-6) contains supplementary
material, which is available to authorized users.
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